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Abstract— Electricity energy consumption prediction plays an important role in short-term energy allocation with the increasing demand 

for energy in recent years. Predicting this accurately helps to make better decisions by minimizing the cost and making energy efficient. 

Nowadays, machine learning and deep learning approaches are used to predict energy consumptions for the individual home, building, or 

campus. Different models developed by these approaches are required different times for training which largely differs on their architecture 

as well as the dataset. We studied the hidden patterns of time series data using heat-map, autocorrelation, and partial correlation. This 

proposed work focused on how epochs affect the prediction of power consumption for time series hourly data through internal analysis of 

long short term memory networks (LSTMs). The proposed network used the PJME dataset of the USA to predict the consumption patterns 

by avoiding over-fitting. The prediction accuracy is recorded from 94.23% to 95.87%. Finally, this work offers important information about 

how the variation of the number of epochs affects the training loss and validation loss as well as accuracy based on the size of the model 

and the pattern of data of the dataset.   

Index Terms— Energy Consumption, Autocorrelation, Deep Learning, Recurrent Neural Networks, Long Short Term Memory Networks, 

Heatmap, Error Metrics. 

1 INTRODUCTION                                                                     

LECTRICAL energy demand is thriving nowadays for 
buildings, population growth, and economic enhancement 
[1]. Researchers around the world invented several ap-

proaches from diverse data sets to predict building energy 
consumption [2-5]. In a developed country like the United 
States of America, 40% of the entire energy demand arises 
from the buildings [6]. Consequently, for the utmost predic-
tion, it is so much essential to detect the best norm and ap-
proaches. Short-term energy consumption forecasting tech-
niques are very workable for residential energy demand [7]. 
At present, in this fast-growing Artificial Intelligence (AI) 
Technology era, the deep learning methods are proficient in 
executing very short-term energy consumption forecasting 
outcomes with impressive high prediction accuracy [8-11].  

For predicting electricity cost, several algorithms developed 
using several kinds of methods like linear regression [12], 
Support Vector Machines (SVM) [13], Autoregressive integrat-
ed moving average (ARIMA) [14], Artificial Neural Networks 
(ANN) [15], etc. For time series prediction, ARIMA and SVM 
applied in household and mercantile buildings' electric energy 
demand in the utmost familiar manner. [16-17]. Nevertheless, 
to acquire better outcomes, the non-linear models have been 
demonstrated for short-term forecasting [15]. When we com-

pared these models with ANN, it appears as immensely im-
proved models with higher performance than previous meth-
ods [18]. So, for predicting on time-series datasets, deep learn-
ing models have a higher competency of accuracy; for exam-
ple, Boukoros et al. (2017) has shown in their work how it has 
more accuracy on time-series datasets [19]. Fayaz and Kim [4] 
used one year’s weekly and monthly datasets for electronic 
energy consumption prediction of residential buildings and 
proposed a proficient model using a deep extreme learning 
machine.  Krishnan et al. (2018) enhanced the optimization 
approach for electric energy demand prediction using RNN 
[3]. The utmost distinguished deep neural networks are RNN 
and LSTM. Consequently, deep learning models are extensive-
ly applied for electricity energy prediction; for example, W. 
Kong et al. (2017) has shown the utmost possible accuracy in 
residential households using LSTM recurrent neural networks 
[11].    

The rest of this paper is ordered as the following ways. Da-
ta as well as patterns of observations are provided in Section 2. 
Methods used to analyze and predict energy consumption 
describes in the Section 3. Section 4 deduces the results and 
comparison of the experiential analysis, and it concludes with 
section 5.   

E 

 

Fig. 1 Power consumption for a building electric power consumption of PJME dataset (2002-2018) 
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2 DATA 

This proposed work used PJME dataset generated by PJM, 
USA which has 145366 records for a building. It contains hour-
ly data from 2002 to 2018. This whole dataset is divided into 
two: 112134 for training, 28011 for testing. Fig. 1 shows the 
hourly power consumption for this building. Also, Table 1. 
provides statistical information of this dataset in which mean, 
standard deviation, minimum, maximum, and percentile in-
formation are displayed. There are higher power consumption 
in Summer (July-August) shown in Fig. 2. Fig. 3 tells the lower 
power consumption at the starting of week (Monday-
Tuesday) and higher consumption (Friday-Saturday).      
 
Autocorrelation is mostly defined that how much connection 
is there among a specific time point and a previous point. For 
example, today's power consumption is greatly connected 
with the previous week's consumption. Also, yesterday's con-
sumption is greatly correlated with today's consumption. 
From the graph (Fig. 4(a)), it is observed that it looks repeti-
tion itself every six months. We can conclude that this is hap-
pened because of seasonality or weather patterns. There are 
two main seasons: winter and summer. Residents are sup-
posed to consume the highest electric power because of more 
heat or cooling required in these sea-sons. These same scenar-
ios are observed from the heatmap (Fig. 5) in which there are 
highest consumption in winter (December and January) and 
summer (July-August). Bold red denotes the highest electric 
consumption. 

3 METHODS  

3.1 Artif icial Neural Networks (ANN) 
It closely looks like the human brain and uses set of algo-
rithms. They process sensory data through a perception to 
recognize patterns. An ANN usually contains a collection of 

processors organized in tiers and working in parallel. The first 
tier is for receiving the raw input, and each the preceding tier. 
The output of the system is produced from the last tier. Fig. 6 
(a) shows the basic diagram of neural network, and typical 
two-layer neural network is expressed by Fig. 6 (b).  

3.2 Convolutional Neural Networks 

Convolutional Neural Networks (CNNs) have been success-
fully applied to many problems in computer vision and medi-
cal image analysis. In our application, the convolutional layers 
were constructed using one-dimensional kernels that move 
through the sequence (unlike images where 2D convolutions 
are used). These kernels act as filters which are being learned 
during training. As in many CNN architectures, the deeper the 
layers get, the higher the number of filters become.  

3.3 Long Short Term Memory networks (LSTMs) 

Long Short Term Memory networks (LSTMs) are a type of 
Recurrent Neural Networks (RNNs). These are efficient of 
learning long-term dependencies. Hochreiter & Schmidhuber 
(1997) introduced these networks. LSTMs are devised in order 
to avoid the long-term dependency issue. They can remember 
required information for long periods of time. These equations 
(1-6) are used to express input gate (it), forget gate (ft), output 
gate (ot), cell status, etc. 

 
 
 
 
 
 
 

4 RESULTS AND DISCUSSION 

We used PJME dataset generated by PJM, USA which has 
145366 records for a building. It contains hourly data from 
2002 to 2018. This whole dataset is divided into two: 112134 
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Fig. 2 Power consumption for a building electric power consumption of PJME dataset (2015) 

Table 1. PJME Dataset Information 

Epoch Count Mean Std Min Max 25% 50% 75% 

Total 

Consumption 

(MW) 

145366 32080.22 6464.01 14544 62009 6464.01 14544 62009 
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for training, 28011 for testing. This section provides the results 
from experiments through using performance metrics for time 
series prediction. This model is trained with 5-30 epochs, batch 
size 70, and adam optimization. Also, initial learning rate is 
0.001. We have chosen Python along with Keras library with 
google colab environment to run the simulation code.  
 
We have used different number of epochs: 5, 10, 15, 20, 25, and 
30. Different number of epochs that are required to train 
the model are responsible to determine prediction accuracy. 
Indeed, this accuracy also varies in terms of the size of the 
model and the variation of the dataset. We have studied how 
the training loss reduces with increasing the number of 
epochs. Once the curve is much flat or there is not much im-
provement, it is better to stop. In other words, it is important 
to set the number of epochs as low as possible until the curve 
is much flat, and then terminate training it.   
4.1 Evaluation Metrics 
In order to evaluate of the proposed approach with other ap-
proaches, we will use four useful metrics: Mean Square Error 

(MSE) Root Mean Square Error (RMSE), Mean Absolute Error 
(MAE), Mean Absolute Percentage Error (MAPE).   
 
In average, the values of RMSE, MAE, and MAPE of the pro-
posed method are higher for epochs 5, 10, and 15 while com-
paring epochs 20,25, and 30, as expressed in Table 2. When the 
number of epochs increase to 25, we observed that almost all 
values are lower than epochs. Also, these values are very close 
when the epochs are increased to 30. Therefore, we chosen the 
epochs 25 to keep the values from the proposed approach. 
Secondly, the accuracy is 94.49% for epoch 10, however it in-
creases to about 95.87% while the number of epochs goes up to 
25 shown in Table 2. 
4.2 Discussion 

In general, training loss is lower than validation loss. How-
ever, we observed higher training loss while starting to train 
the model in Fig. 8. This loss is decreasing in terms of the 
number of epochs. Most cases, training loss intersects the vali-
dation loss. However, validation losses are fluctuated after 
each epochs, and another losses are usually decreasing from 
one epoch to another epoch.  

 
When we have chosen 5, 10, or 15 epochs, both losses are 

not close at the end of training (Fig. 8(a-c)). Interestingly, these 
losses are overlapped at the end of training (Fig. 8(d-f)). Dur-
ing training the proposed deep neural network, apply-
ing regularization helps it to have higher validation accuracy. 
In most cases, Regularization is responsible to increase valida-
tion/testing accuracy through decrementing training accura-
cy. As a result, validation loss is observed lower than the train-
ing loss in some cases. In order to avoid it, we have used 
dropout(0.2) in the simulation code. The curves of training 
and validation loss look more similar while factoring to vali-
dation loss in regularization.  From the plotting of training 
and validation loss, overfitting can be visualized. 

5 CONCLUSIONS  

This approach has used the LSTM method which extract corre-
lations spontaneously and other information from time series 
dataset. We also studied the hidden patterns of time series 
data using heat-map, autocorrelation, and partial correlation. 
This work also focused how epochs affect prediction of power 

 

Fig. 3 Power consumption for a building electric pow-
er consumption for a week (Monday-Sunday) 

  

(a) (b) 

Fig. 4(a) Autocorrelation and (b) partial autocorrelation of the observations for a electric power consumption. 
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consumption from time series data through internal analysis 
of LSTM. The proposed network predicts the consumption 
patterns through avoiding over-fitting. Also, this work offers 
important information about how the variation of number of 
epochs affects the training loss and validation loss as well as 
accuracy based on the size of the model and the pattern of 
data of the dataset. There is still over-fitting and delay in pre-
dicting patterns of dataset.  

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 5 Heatmap for a building electric power consump-
tion      

 
 

(a) (b) 

Fig. 6 (a) Basic diagram of neural network (b) A typical two-layer neural network 

 

Fig. 7 Performance of the approaches according to 
the different number of epochs 

Table 2. Errors based on number of epochs 

Epoch MSE RMSE MAE MAPE ACC. 

5 0.37 0.61 0.125 28.49 0.9423 

10 0.32 0.56 0.119 32.33 0.9449 

15 0.27 0.52 0.35 32.51 0.9506 

20 0.24 0.49 0.37 33.14 0.9573 

25 0.21 0.46 0.28 32.87 0.9587 

30 0.22 0.47 0.29 33.17 0.9585 
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Fig. 8 shows the training losses/validation losses in terms of different number of epochs: 5, 10, 15, 20, 25, and 
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